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Abstract Predictive Processing theory, hotly debated today in neuroscience, psychology and 
philosophy, promises to explain a number of perceptual and cognitive phenomena in a simple and 
elegant manner. In some of its versions, the theory is ambitiously advertised as a new theory of 
conscious perception. The task of this paper is to assess to which extent an explanation of 
consciousness needs to invoke the principles of the PP theory. We will be arguing that the PP 
theory mostly concerns the preconditions of conscious perception, leaving the genuine material 
substrate of consciousness largely untouched. Moreover, insofar as it does speak about 
consciousness, the PP theory is parasitic on other theories when it comes to illuminating the 
mechanisms of consciousness. 

 

1. Introduction 

 

Predictive processing (PP) is currently one of the most debated theories of brain function. In this 
mainly top-down information processing scheme, the brain behaves as a hypothesis testing 
machine that matches perceptual hypotheses (priors or prior beliefs) generated by an internal 
hierarchical model with inputs coming through sensory channels. Hypotheses of the internal model 
are based on learning as well as “hard-wired” evolutionary constraints (Otten et al., 2017). The 
mismatch between a hypothesis and the sensory input amounts to “prediction error”. Such a 
mismatch is propagated higher up the hierarchy of the model, until higher-level hypotheses are 
adjusted accordingly. This process of predictive error minimisation (PEM) is concurrently running 
in the brain on multiple time scales, at various stages of the perceptual hierarchy and in various 
brain regions where the parts of the internal model are embedded. Organisms capable of acting are 
not bound to constant passive updating of their internal models. They can act on the world, thus 
actively changing sensory inputs to match them with aspects of the internal model (“active 
inference”; see Parr et al., 2019). 
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A lot of hope is currently put into the PP theory. For instance, under the pressure of current fashion, 
deep brain networks are being redeveloped along the lines of the PP models (Lotter et al., 2017; 
Dora et al., 2018). There is also work in progress on the PP analysis of meta-awareness and higher 
order cognition (Fleming, 2019; Fleming and Daw, 2017). Symptoms that accompany psychosis, 
such as delusions and hallucinations, are now being reconsidered in light of current PP theories 
(Adams et al., 2014; Sterzer et al., 2018; Corlett et al., 2019). Influence of the approach can also 
be documented by recent attempts to re-interpret the meaning of neuronal activations captured by 
fMRI scans (Alink et al., 2010) and the function of EEG oscillations (Heilbron and Chait, 2018) 
under the prism of the PP theory. Philosophers and neuroscientists increasignly assume that PP 
will explain perception (Hohwy et al., 2008), attention (Feldman and Friston, 2010) and action 
(Clark, 2013) in a systematic and unified manner. 

In short, in some quarters, PP is expected to become the global theory of brain function (Friston, 
2010). This zeal should be somewhat tempered by the fact many contemporary neurobiological 
models of perception and cognition do not work with predictive architectures. Not just that: some 
theorists are openly sceptical, claiming either that there is currently no evidence for prediction 
error architecture in the obtained data (Kogo and Trengove, 2015; Philips et al., 2018, p. 8) or that 
the brain cannot perform the operations hypothesized by the PP theorists (Purves et al., 2015). 
Other authors embrace some of the PP ideas but accord neural predictions only a limited role in 
their accounts of brain function (Heeger, 2017; Bullier, 2006). Despite these unsettled questions 
and lack of decisive empirical confirmation, the broadness of its explanatory scope, combined with 
the relative simplicity of its explanatory principles, make the PP theory attractive for many 
theorists and disciplines. 

Yet, consciousness, a key topic of philosophy and neuroscience, still lacks its clear place within 
the PP framework. Given that conscious states represent a large part of an agent’s mental life and 
unfold differently from the non-conscious ones, a PP explanation of consciousness is a must if the 
PP story indeed aspires to be a completely general account of brain function. Assessing the possible 
extent to which consciousness is systematically related to the principles postulated by a PP theory 
is the task of this paper. In the following sections, we approach this topic by focusing on 
contemporary attempts to fit consciousness into the PP scheme and critically assessing the results 
reached so far. But first, an important conceptual clarification is needed. 

 

2. Conceptual Clarification: The Senses of “Prediction” 

 

The PP literature often conflates different senses of the term “prediction”. In one of these senses, 
predicting is anticipating or expecting the future flow of either raw sensory stimulation or of 
processed sensory experience. This temporal sense of predictions is sometimes emphasized by 
philosophers of cognitive science (see, e.g., Clark, 2013; Clark, 2016, p. 28; Clark, Friston and 
Wilkinson, 2019, p. 21; Wiese and Metzinger, 2017, p. 3). Predictions as (neural) anticipations 
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also appear in more technical studies of “predictive coding” within the domain of computational 
neuroscience (Murray et al., 2002; Rao and Ballard, 1999; Schwiedrzik and Freiwald, 2017; 
Spratling, 2016). In the neurocomputational setting, the emphasis is mainly on the effectiveness of 
the neural transmission between adjacent levels in the perceptual hierarchy. This effectiveness is 
enabled by the mixture of feedback (predictions) and feedforward (predictive errors) processing 
steps. It is not clear how this hangs together with the more sweeping claims of the philosophers, 
but at least the emphasis on the anticipatory nature of predictions is shared in both approaches. 

A different sense of “prediction” frequently invoked by PP theorists concerns the so-called 
“inverse problem” of perception (see Pizlo, 2001, and Spratling, 2016). Here the term “prediction” 
is used in a distinctly atemporal way. The inverse problem is this: the perceptual system needs to 
reconstruct the distal stimuli given only the proximal “sensory barrage” (Clark, 2015, p. 5). How 
does the perceptual system do this? The PP theory suggests that the system applies perceptual 
inferences to incoming sensory inputs to reconstruct their hidden distal causes in the external 
world. This reconstruction draws on the continually updated generative model and allows us to 
become perceptually aware of objects in front of us. Such “predictions” are geared not to any future 
states of our sensory pathways, but to what is happening in the present moment. This view of 
perception goes back to the theories of vision of von Helmholtz and beyond (Hatfield, 2002). The 
brain is using previous statistical learning to come up with the most suitable interpretation of the 
sources of events currently occurring “at the nerves”, as Helmholtz (1867, p. 430) put it. But the 
inferences need not rely on any anticipatory activity; only on the “immutable laws” of perception 
(Helmholtz, 1855, p. 100). In its contemporary forms, the view is infused with the Bayesian vision 
of evidential updating (Penny, 2012). Hohwy, a prominent PP theorist, is developing his inferential 
theory along these lines, drawing on work of Helmholtz and Friston (see the overview in Hohwy, 
2013; see also Friston, 2012). 

The talk of “predictions” in this latter sense is somewhat misleading. Predictions-as-inferences 
predominantly concern the long-term, stable features of our perceptual models embedded in 
perceptual priors. For example, we have long-term expectations about depth and colour in different 
parts of our visual field (Hohwy, 2013, p. 33) or of light coming from above of the visual scene 
(Penny, 2012, p. 8). These long-term “expectations” are importantly different from the fast 
changing expectations about how the sensory flow will change in the next instant. However, it is 
not entirely clear how to integrate these two kinds of predictions into a single theory of perceptual 
organization. While the perceptual inferences could perhaps be somehow embedded in a 
dynamical system that is anticipating its future sensory states, they can equally well be triggered 
independently of any such anticipations. This is most clearly the case in perceptual situations 
involving genuinely unexpected events. 

To mark the differences betwen the two kinds of predictions, we prefer to speak about inferences 
when the atemporal sense is clearly at play, and about predictions when the anticipatory sense is 
involved. It seems that whereas philosophers are more interested in the inverse problem of 
perception, neuroscientists devote more time to the piecemeal studies of neural anticipatory 
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feedback amongst the presumed levels of the sensory hierarchy. However, clear-cut 
disambiguation is often difficult and the sense of “prediction” preferred by a particular author is 
not really clear. 

 

3. The Present-day PP Theories and Consciousness  

 

PP is nowadays often touted as a brand new theory of consciousness, on a par with such worked 
out approaches as Higher Order Theories (HOT; Brown et al., 2019; Lau and Rosenthal, 2011; 
Rosenthal, 2005), Global Neuronal Workspace (GNW; Dehaene, 2014) or attentional (AIR; Prinz, 
2012) theories of consciousness. However, the details of such a theory are lacking. If PP is to 
become a theory of consciousness, it must address the central question of consciousness science: 
what makes some of our mental contents conscious? To give some examples, AIR theory gives 
the following answer: mental contents become conscious when formatted for entry into the 
working memory. GNW theory gives a different answer: mental contents become conscious by 
entering into the global neuronal workspace. And according to HOT theory, mental contents 
become conscious when appropriately represented by higher-order mental states. 

What is the PP theory’s answer to this central question? Some PP theorists see consciousness as 
the final result in the series of perceptual processing steps. Thus, Hohwy (2013) portrays 
consciousness as the “upshot” or “conclusion” of perceptual inferences. Similarly, Melloni (2015) 
takes consciousness to be the “outcome” or “result” of such inferences. This might suggest that 
the neural inferential machinery is directly involved in processes that make mental contents 
conscious. Such conclusion, though, would be premature. The processes of perceptual inference 
are widely considered to be unconscious. Already in the Helmholtzian account of visual perception 
the perceptual inferences happen before the percept enters consciousness: they are “unconscious 
conclusions” (unbewusste Schlüsse; Helmholtz, 1867, p. 430). As noted, the modern versions of 
this story add that perceptual inferences are performed in a manner that approximates the principles 
of Bayesian evidential updating in uncertain surroundings, and stress the hierarchical nature of 
internal “generative models”. Nonetheless, the inferences remain unconscious. 

 

3.1 PP as a Prerequisite of Consciousness 

 

Given that perceptual inferences are unconscious, one way of fixing the relationship between PP 
and consciousness is to say that inferential processes prepare perceptual contents for uptake into 
consciousness. A distinction that got entrenched in consciousness studies (Aru et al., 2012) might 
thus be used to formulate the following hypothesis: the principles of perceptual organisation that 
PP theory describes belong to the prerequisites of consciousness, not to the genuine neural 
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substrate of consciousness. Prerequisites of consciousness are the neural mechanisms that 
participate on constructing the perceptual contents but then pass them on to other structures that 
make them conscious. According to some recent studies, the PP neural machinery seems to utilize 
several such content-preparing mechanisms. For instance, it has been argued that when sensory 
input is ambiguous, anticipations bias the contents of awareness by reducing or ignoring perceptual 
noise: stimuli are seen as moving, as belonging to a particular object category, etc. in consonance 
with what is expected to be perceived (Panichello et al., 2013; de Lange et al., 2018; O’Callaghan 
et al., 2017). Other results indicate different but equally intimate cooperation of PP mechanisms 
and the mechanisms of consciousness: anticipated stimuli are detected or identified faster than 
neutral or unpredictable stimuli (Melloni et al., 2011; Pinto et al., 2015; although see Mudrik et 
al., 2011, for results suggesting unexpected stimuli break into consciousness faster than the 
predictable ones), and in some circumstances, whether a stimulus is uptaken into consciousness at 
all may depend on valid expectations (Meijs et al., 2018). In such cases, PP mechanisms perform 
a brisk triage of possible contents of consciousness, and then push the selected ones for preferential 
conscious processing. In various psychopathologies such as hallucinations, though, the 
involvement of PP seems to be even more radical in going beyond triage and speed delivery into 
consciousness. In these cases, PP sculpts these contents independently of the sensory input, or only 
with a very tenuous reference to this input. It pushes into consciousness even the contents that do 
not have their counterparts in the external world (see Adams et al., 2014; Sterzer et al., 2018). In 
a controlled setting, similar effects can be induced even in healthy subjects (Aru et al., 2018). 

But even if such results are generally accepted as valid, selection and disambiguation of stimuli, 
speeding up of their entry into the stream of consciousness, etc. can in principle be in place before 
conscious processing begins. In other words, it would seem that PP theory itself cannot explain 
why some contents are conscious and others aren’t. It’s mechanisms are on a par with other 
prerequisites of consciousness such as, for instance, the phase of intrinsic brain activity (Sergent 
and Naccache, 2012, p. 94; Wyart and Sergent, 2009; Northoff, 2014, ch. 15) which can serve as 
an early predictor of whether a percept will enter conscious awareness or not. Note also that even 
if we place predictive processing amongst the prerequisites of consciousness, part of the 
unconscious sensory processing falling under the PP umbrella will nonetheless have no relevance 
to preconscious mechanisms and eventually to consciousness itself. This concerns especially the 
events at the lowest levels of the perceptual hierarchy. It might be claimed that visual predictive 
processing starts at the retina. Still, not every sensory input that impinges on it can be labelled as 
a prerequisite of consciousness. Many low-level prediction errors will be discarded as 
uninformative (Spratling, 2016). As Wiese and Metzinger (2017, p. 3) remark, “the contents of 
phenomenal experience are only part of what is, according to PP, generated through the 
hierarchically organized process of prediction error minimization (most contents will be 
unconscious).” In other words, what we consciously see is heavily filtered. Consciousness cannot 
give a place to every bit of sensory information reaching the body, or generating within it. It would 
be overloaded with perceptual hypotheses with the highest posterior probability. 



 
6 

 

3.2 PP as a Genuine Substrate of Consciousness? 

 

Some contemporary theorists seem to think that relegating PP mechanisms to the mere 
prerequisites of consciousness is too timid. They propose what might be called a constitutive 
reading of the relation of PP to consciousness: PP machinery is not just intimately connected with 
the genuine mechanisms of consciousness, but is actually a part and parcel of these mechanisms. 

 

3.2.1. The Constitutive Reading 

 

It is not difficult to find expressions of the constitutive reading in the PP literature, such as this 
passage from Lamme: 

“(…) consciousness is the result of the unconscious inferential processes. Previous 
knowledge and experience (the priors) play an important role, but they are combined 
with current input to produce the posterior, which is conscious sensation” (Lamme, 
2015, p. 2), 

or this from Hohwy: 

“With this in mind, assume now that conscious perception is determined by the 
prediction or hypothesis with the highest overall posterior probability (…) conscious 
perception is determined by the strongest “attractor” in the free energy landscape (…).” 
(Hohwy, 2012, p. 4) 

But how is this supposed to work? What is the procedure by which the best perceptual hypothesis 
becomes conscious? The simplest way would be to say that the winning hypothesis becomes 
conscious just by being the hypothesis with the highest posterior probability. But if this is all that 
can be said in favour of the constitutive reading, the argument is not very convincing. However, 
some PP theorists hint that the procedure making perceptual contents conscious is the updating of 
the perceptual hypotheses on the basis of predictive errors propagated through the hierarchy. What 
is not so updated does not become consciously perceived. Howhy again:  

“When all the surprise is dealt with, prediction and model revision should cease. If it is also 
impossible to do further selective sampling then conscious perception of the object in 
question should cease. This follows from the idea that what we are aware of is the ʻfantasyʼ 
generated by the way current predictions attenuate prediction error; if there is no prediction 
error to explain away, then there is nothing to be aware of.” (Hohwy, 2012, p. 6; emphasis 
added) 
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The same view is espoused by Hobson and Friston who write: 

“We were working at a rather simple (and formal) level in which consciousness is simply 
the process of optimizing beliefs through inference. Implicit in this argument is 
equivalence between probabilistic beliefs and the products or phenomena of 
consciousness.” (Hobson and Friston, 2016, p. 251; emphasis added) 

This reading stresses the role of (sufficiently precise) prediction errors. But the idea is not that the 
errors themselves become the contents of consciousness. If the agent’s consciousness consisted 
solely of predictive errors, he would be constantly struggling with a high degree of entropy. Such 
overwhelming entropy would lead the agent to lock himself in the unchanging Dark Room (Friston 
et al., 2012) and stop exploring his environment altogether. Fortunately, this is not the case. Rather, 
the contents of consciousness are the perceptual hypotheses informed, not constituted by predictive 
errors. And according to the version of constitutive reading we are considering, only the actually 
updated perceptual models count. 

Three straightforward objections against the view that conscious perception needs evidential 
updating come to mind. The first is that, intuitively, it does not seem to be the case that every 
conscious content is a result of evidential update. When I am looking at a book in front of me and 
do not move myself or the book around, I am not constantly updating my priors on the basis of 
new evidence; the same perceptual model is applied throughout. Yet I do not stop consciously 
seeing the book.  

The second objection is that some priors are “stubborn”: they are non-updatable, recalcitrant in the 
face of new evidence (Yon et al., 2019). A well-known example is the expectation that light comes 
form above in the perceptual scene. This is a hardwired constraint on perception, not susceptible 
to the standard form of evidential updating. On the updating version of the constitutive reading, 
though, perceptual hypotheses expressing stubborn priors don’t become conscious. Such claim 
appears groundless. 

The third objection is that, as already noted, not every successful update of the the internal model 
driven by predictive error will result in conscious perception. Consciousness is selective and has a 
limited capacity. In contrats, internal models are presumably explaing away prediction errors 
across all levels of the perceptual hierarchy. The conclusion is, again, that evidential updating does 
not appear to be the mechanism that confers consciousness on perceptual contents. 

All in all, the constitutive reading, drawing on the notion of evidential updating, does not seem to 
be successful. 

 

3.2.2. PP and the Mechanisms of Entry into Consciousness 
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The preceding section suggests that the PP theory cannot both explain the construction of 
perceptual contents and how they become conscious. Many of the perceptual contents that are 
processed by the PP mechanisms do not reach consciousness; consciousness is not an automatic 
fallout of their activity. This would be in line with the view that is gaining increasing support 
among consciousness researchers: the mechanisms conferring consciousness on perceptual 
contents are not intrinsic to the mechanisms constructing the contents. Rather, much of the 
available evidence points to the contrary conclusion: these two mechanisms operate in 
substantively different ways. Although it is challenging to distil the two mechanisms 
experimentally, a growing number of authors stresses the need for such a distinction (Prinz, 2012; 
Mehta and Mashour, 2013; Bachmann and Hudetz, 2014; Marvan and Polák, 2017; Phillips et al., 
2018; Aru et al., 2019). In this perspective, conscious perception is a result of the interaction 
between content mechanisms and consciousness mechanisms. The latter form a set of jointly 
sufficient neural conditions be met if the contents are to enter the ongoing stream of consciousness, 
and to remain within it at least for a short period of time. If these mechanisms are not recruited, 
the contents remain unconscious. 

Unless our preceding diagnosis is misguided, PP theory alone cannot constitute a genuine theory 
of conscious perception. On its own, it cannot explain how perceptual contents become conscious. 
Of course, it might still remain on the right track regarding the content mechanisms. The genesis 
of perceptual contents might involve hierarchical inference, top-down predictive feedback and 
evidential optimisation. In section 3.1 we noted that PP could be involved in triage and 
disambiguation of stimuli, speeding up of their entry into consciousness etc. Perhaps, as PP 
theorists hope, this catalogue could be expanded so as to involve PP in all aspects of content 
preparation. Still, all such aspects would remain in the category of the prerequisites of conscious 
perception, of its necessary but not sufficient neural preconditions. 

To become a genuine theory of consciousness, the PP theory must be supplemented by new 
explanatory principles directly relevant for consciousness. Alternatively, it must find a way to 
closely align itself with a different theory that offers the account of consciousness-conferring 
mechanisms. The latter strategy is, of course, far less ambitious than the first one, for the heavy 
lifting of explaining consciousness is done by this independently formulated theory. Given the 
absence of the more ambitious proposals of the first kind, though, we will focus on one example 
of the latter kind of strategy, and offer a critical comment. 

In the spirit of the latter approach, Hohwy (2013) tries to integrate PP with the Global Neuronal 
Workspace Theory (GNWT), a leading neurobiological theory of consciousness supported by 
impressive amount of evidence (for the review of which see Dehaene, 2014). GNWT does not in 
any important way rely on predictions, so Hohwy’s proposed extension of it is genuinely novel. It 
is supposed to work like this. (1) The explanation of how perceptual contents enter the conscious 
stream is secured by the GNWT itself: contents get conscious by entering the prefronto-parietal 
neuronal “workspace”, and staying within it for at least a short while. By entering the workspace 
and staying within it, contents become available to various “consumer subsystems”; this is what 
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makes them conscious. (2) Entry into the workspace is a matter of its non-linear “ignition”. 
Dehaene (2009) speculates that ignition is triggered when a threshold of unconscious evidence 
accumulation for a perceptual state is crossed. Hohwy notes that such a proposal might be easily 
translated into PP terms. 

In particular, Hohwy suggests that ignition of the GNW typically happens in the switch between 
perceptual and active inference (Hohwy, 2013, p. 214). Active inference is the agent’s intervention 
in the world designed to minimize the predictive error not by adjusting the internal generative 
model, but by modifying the sensory input by appropriately acting on the world. The active 
inference idea modifies the GNWT in that the ignition of a subset of workspace neurons is needed 
for the winning hypothesis to be made available for various consumer systems specifically in the 
context of acting. Acting needs to take into account various options, select some course of action 
among them, and stick to it. Ignition of the global workspace seems fit for this purpose. When 
ignited, the perceptual hypothesis becomes conscious, ready to guide the behaviour as it unfolds 
in time; it serves as the best prediction error minimizer for the time being. Once in the ignited 
workspace, the selected hypothesis may drive further descending predictions of the sensory input 
deemed necessary for action.1 

This attempt to tie conscious perception and action so closely together might be criticised in the 
following manner. Most of the time, our conscious perceptual field contains a vast number of 
presentations that are completely irrelevant form the point of view of acting. We consciously see 
buildings and aeroplanes in the distance, hear noises around us etc., but do not in any way interact 
with these buildings, aeroplanes or noises. The relation to active inference could therefore at best 
concern only a small subset of conscious contents, not the totality of them. Launching actions thus 
seems neither sufficient nor necessary for contents to become conscious. 

Whyte (2019) tries a different tack. He attempts to take Hohwy’s GNWT extension one notch 
further. Drawing in particular on Hohwy et al. (2008), he asks: What if the global workspace itself 
has a predictive organization? In Hohwy’s rendering, the minimization of predictive errors occurs 
before the contents enter the workspace. According to Whyte’s Predictive Global Neuronal 
Workspace (PGNW), the architecture that underwrites the global workspace is continuous with 
the preconscious perceptual hierarchy. The global workspace itself is engaged in a process of 
hierarchical predictive error minimisation. 

Whyte reviews the literature consistent with the hypothesis that the global neuronal workspace has 
a PP structure. If further corroborated by future studies, the PGNW theory will successfully 
intertwine perceptual inference and predictive error minimization with the genuine neural substrate 
of consciousness (provided that GNWT is the correct theory of consciousness; for recent evidence 

 
1 We note that this is consonant with recent experiments indicating that some contents can influence the generation of 

new top-down predictions only by first becoming conscious (Meijs et al., 2018). We could say that some predictions 

are in this sense the consequences of conscious perception. 
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that this may not be the case, see Silverstein et al., 2015; Scott et al., 2018). Suppose that one day 
this really happens: the GNWT is robustly supported by evidence. Still, that would not mean that 
consciousness can be completely explained by PP principles. The mechanism of content 
distribution in the global workspace, on which the PNGW theory piggybacks, will remain the main 
explananans of how contents become conscious. The promise that the PP theory will become a 
global theory of brain function is not nearly made good on. 

 

4. The Phenomenal Challenge 

 

What about the so-called phenomenal dimensions of consciousness? Can the PP theory aspire to 
elucidate why experienced contents have the phenomenal character they do? Hohwy admits that 
one could in principle implement a prediction error minimizing machine that would lack 
consciousness altogether (Hohwy, 2012, p. 5, fn. 4). This does not stop him from proposing that if 
we start with conscious experience as we know it intimately from the first person, we can use the 
PP explanatory framework to account for some of its striking features. First, conscious experience 
is unified. We normally do not get to consciously perceive disjointed contents. The contents are 
bound together both at the local level and at the global level. (i) At the global level, all conscious 
contents are always part of the unified perceptual field. Hohwy’s PP theory explains the unified 
nature of the perceptual field as a direct result of the fact that perceptual inference is geared to 
action (see the previous section 3.2.2). Action can only be successful if one of the perceptual 
hypotheses is selected for uptake into consciousness via active inference (see Hohwy, 2013, chap. 
5, for further details). Since we can only act consistently if the selected hypothesis is unified, no 
other unifying work is needed. (ii) At the local level, colours, shapes, textures etc. of objects are 
“bound” together; we do not get to perceive colour first and texture later, or colours and textures 
not attached to the object to which they belongs. Again, Hohwy thinks that the bound nature of 
consciously perceived objectual features springs directly from the way the PP explanation is build. 
The perceptual hypotheses generated by internal reality-models are bound by their very nature; 
there is no need for a separate dedicated mechanism that would provide the feature binding. (iii) 
The third aspect of phenomenal character amenable to PP treatment is the sophisticated mixture of 
high-level, relatively stable perceptual features, and lower-level, fast-changing features 
(constrained by the more stable high-level ones, presumably by some form of a neural feedback). 
I see a book remaining a book (high-level stable feature) under a lot of perceptual variation (lower-
level fast-changing features) when I move around while looking at it; its surface colours change, 
its shape and precise distance from my eyes change etc., but perceptually it remains a book. The 
PP vision of levels of internal generative models seems to fit well with this hierarchical 
organization of conscious perception. 

On this interesting proposal we have two comments. First, the experiential features (i)–(iii) are 
structural features. They all concern the systematic interrelations or groupings of the various 
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contents we consciously perceive. But phenomenal features are, rather, qualitative: the distinctive 
subjective “feel” of consciously experienced smells, pains or colours. It is not clear how the 
predictive processing architecture might help explain such qualitative features and our experience 
of them. To be fair, a theory of consciousness need not aspire to elucidate the phenomenal aspects 
of perception. The Global Workspace theory is an example of a theory that purports to explain 
how contents enter the stream of consciousness, without saying anything about their 
phenomenality. But we take it that PP is a more ambitious type of theory (see Clark, 2016, p. 239; 
Hohwy, 2012, p. 9). It promises to illuminate phenomenology, but so far it has not delivered on 
the promise (although see Dennett, 2015, and Clark, 2018, for some initial ideas about how the PP 
models could tackle at least some of the qualitative aspects of experience). 

Our second comment is that Hohwy seems to hold that the structural perceptual features (i)–(iii) 
only occur at the level of consciousness. But that may not be the case. Starting with (iii), the level-
based stratification of perceptual contents: there is ample evidence that we can unconsciously 
perceive both many low-level phenomena such as colours, brightness, orientation, simple shapes, 
textures and motion, and the higher-level phenomena such as shapes in their semantic aspect, 
permitting the categorization of objects (Prinz, 2017). Arguments for unconscious feature binding 
(ii) are equally convincing. Prinz reviews evidence for double dissociation between binding and 
consciousness (Prinz, 2012, pp. 37f.). Perception might be bound during a completely unconscious 
perceptual process, such as during episodes of masked priming, while, on the other hand, some 
instances of conscious perception occur in unbound form. The latter option is documented by cases 
when the stimuli are presented too quickly to be properly bound together (although they do enter 
conscious stream), or when the subject is afflicted with a perceptual disorder such as associative 
agnosia. 

It is less certain that the first structural feature of experience, the global unity of the perceptual 
field, can be present unconsciously. It would be controversial to declare that the whole of the 
perceptual field can be unified already before its contents reach consciousness. The evidence is 
very limited so far. Here we only note that Mudrik et al. (2011) present results indicating that 
subjects are able to integrate perceptual elements into a meaningful scene without conscious 
awareness. Such unconscious unification goes far beyond local binding of perceptual features to 
objects. Note also that Hohwy’s own explanation of how perceptual hypotheses become conscious 
(via active inference) seem to presuppose a robust form of global unity at the unconscious level. 
A perceptual hypothesis can guide action only if unified; no consistent course of action can be 
derived from a seriously disarrayed hypothesis. But if the hypothesis is to trigger the ignition of 
the global workspace and thus become conscious, it must be unified already at the preconscious 
level. On Hohwy’s own account, then, consciousness is not needed for the perceptual field to be 
unified (at least as much unified as is required by successfully acting on the world). 

To sum up, if the structural aspects (i)–(iii) of perceptual contents do not appear only at the 
conscious level, but can be in place already before consciousness emerges, we are back with the 
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idea that mechanisms realizing such features belong to the category of prerequisites of 
consciousness, not to the genuine neural substrate of consciousness. 

 

5. Whatever Next with the PP Theory of Consciousness? 

 

The community of consciousness researchers needs to pause and take stock of the explanatory 
power and scope of the PP theory as a theory of conscious perception. So far, the enthusiastic 
claims of its supporters contrast with the fact that the explanation of how contents become consious 
need not invoke the key notions of the PP theory such as perceptual inference or predictive error 
minimization. In fact, the PP theory seems to be focusing mainly (or entirely) on the prerequisites 
of conscious perception: on the various ways the perceptual contents are prepared and poised for 
uptake into awareness. But these contents, including the best predictive hypotheses, might not 
become conscious after all. For that to happen, other type of mechanism seems to be required. 

The PP theorists should indicate whether the plan is to further integrate the PP theory with other 
self-standing theories of consciousness, such as the Global Neuronal Workspace theory, or 
whether a truly predictive theory of consciousness is forthcoming. Such a theory would attempt to 
explain, in its own vocabulary, what makes perceptual contents conscious. Another pressing matter 
is the issue of insufficient evidence for the PP models. This does not concern just the models of 
consciousness, but more generally the models of perception. The link between the sweeping claims 
of PP theorists such as Clark and Hohwy and the piecemeal and detailed evidence found in the 
predictive coding studies of computer neuroscience needs to be clarified. In the same vein, 
explanations are needed of how to cast the technical terms of PP theories such as “inference” or 
“perceptual hypothesis” in naturalistic, preferably neuronal terms. 
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